
Suggested Problems 7

(1) Let Xn
iid∼ N(θ, 1). Show that (X̄)2 − 1

N is the UMVUE for θ2 using the
Lehmann-Scheffe theorem.

(2) Let Xn
iid∼ Exponential(λ).

(a) Find an unbiased estimator for 1/λ based on X(1).
(b) Is this the UMVUE for 1/λ? If not, find the UMVUE using the

Lehmann-Scheffe theorem.

(3) Let Xn
iid∼ Bernoulli(p). Find the UMVUE for τ(p) = p(1 − p) using the

Lehmann-Scheffe theorem.

(4) Let Xn
iid∼ Pois(λ). Notice that E[S2] = E[X̄] = λ. Which estimator is

better for estimating λ?

(5) Let Xn
iid∼ Gamma(α, β) so that

f(x) =
βα

Γ(α)
xα−1 exp (−βx) for x > 0.

What is the UMVUE for τ(α, β) = α2

β2 + α
Nβ2 ?

(6) Let θ̂1 and θ̂2 be unbiased for θ.

(a) Show that θ̂3 = pθ̂1 + (1− p)θ̂2 is unbiased for θ.

(b) If θ̂1 ⊥ θ̂2 what value of p minimizes Var(θ̂3) in terms of the variances

of θ̂1 and θ̂2?

(7) Let Xn
iid∼ U(0, θ). Then θ̂1 = N+1

N X(N) and θ̂2 = 2X̄ are unbiased for θ.
Which estimator should we prefer?

(8) Let Xn
iid∼ Beta(θ, 1) then − log(Xn)

iid∼ Exponential(θ). What is the
UMVUE for θ?

(9) Let Xn
iid∼ Geometric(p) so that E[Xn] = 1/p and Var(Xn) = (1 − p)/p2.

What is the UMVUE for (1− p)/p2?
(10) Let X1 ⊥ X2 and E[X1] = 5 and E[X2] = 3 and Var(X1) = Var(X2) = σ2.

What value of c makes

T = c(X2
2 −X2

1 ) +X2
1

unbiased for σ2?
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